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How Can We Learn About Developmental Processes 
From Cross-Sectional Studies, or Can We?

Helena Chmura Kraemer, Ph.D., Jerome A. Yesavage, M.D., 
Joy L. Taylor, Ph.D., and David Kupfer, M.D.

Objective: Cross-sectional studies are often used in psychiatric research as a basis of
longitudinal inferences about developmental or disease processes. While the limitations of
such usage are often acknowledged, these are often understated. The authors describe
how such inferences are often, and sometimes seriously, misleading. Method: Why and
how these inferences mislead are here demonstrated on an intuitive level, by using simu-
lated data inspired by real problems in psychiatric research. Results: Four factors with
major roles in the relationship between cross-sectional studies and longitudinal inferences
are selection of time scale, type of developmental process studied, reliability of measure-
ment, and clarity of terminology. The authors suggest how to recognize inferential errors
when they occur, describe how to protect against such errors in future research, and de-
lineate the circumstances in which only longitudinal studies can answer crucial questions.
Conclusions: The simple conclusion is that one must always use the results of cross-sec-
tional studies to draw inferences about longitudinal processes with trepidation. 

(Am J Psychiatry 2000; 157:163–171)

In the investigation of developmental processes (e.g.,
infant development, puberty, normal aging) or of dis-
ease processes (e.g., Alzheimer’s disease, major depres-
sive disorder, schizophrenia, alcoholism), cross-sec-
tional studies are often used. For example, cross-
sectional mean values at different ages are interpreted
as indicating what happens to subjects as they age.

Cross-sectional correlation coefficients are interpreted
as indicating how developmental processes are related.

While the limitations of such application of cross-
sectional studies in this context are usually acknowl-
edged, the argument seems to be that, while not per-
fect, the inferences drawn cannot seriously mislead.
Consequently, it is argued that the major savings in
time and cost of cross-sectional studies make them an
attractive alternative to the prospective longitudinal
studies that would be closer to ideal. Despite these ex-
pectations, evidence from many studies in many scien-
tific fields indicates that cross-sectional studies can in-
deed seriously mislead (1–6). When such evidence is
based on a case study, as it often is, researchers may be
tempted to assume that the case represents some spe-
cial circumstance unlikely to apply to their own re-
search. When such evidence is based on a mathemati-
cal proof that shows how general the problem is, the
complexity of the mathematics can defeat the reader.

Cross-sectional studies have been done and will con-
tinue to be conducted, for they well and efficiently an-
swer many types of research questions unrelated to
longitudinal inferences. It is sometimes argued that
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cross-sectional studies provide the motivation, justifi-
cation, rationale, and background both to propose and
to design subsequent efficient longitudinal studies.
However, frequently, published cross-sectional studies
actually serve to discourage proposal of necessary
costly and time-consuming longitudinal studies, for
they seem to suggest that the answers are already
known. The challenge is to understand under what cir-
cumstances the answers are indeed known, i.e., that
drawing longitudinal inferences from cross-sectional
data is relatively safe, as well as to suggest research
strategies that might make such circumstances more
common. Above all, we need to understand when
cross-sectional studies seriously mislead about devel-
opmental processes and in what way. Then the discus-
sion may clarify why inconsistent inferences from
cross-sectional studies are so common in the research
literature and how one might identify which such re-
sults are likely to be more credible than others. Finally,
the discussion might help identify the circumstances in
which longitudinal studies are the only way to learn
about developmental processes.

We begin by discussing four factors that play major
roles in the relationship between cross-sectional stud-
ies and correct longitudinal inferences: how the time
scale is selected, the type of developmental process un-
der study (trait, parallel trajectories, nonparallel trajec-
tories), the reliability of measurement, and the clarity
of terminology.

Then we generate simulated data sets inspired by
real situations in psychiatric research designed to show
as clearly as possible how and why cross-sectional an-
alytic methods tend to misrepresent what is really go-
ing on. What is discussed here are illustrations that
support conclusions than can be, and have been, de-
rived mathematically. Simulations were used, rather
than real cases, since it is important to know exactly
the true situation in order to recognize the distortions
introduced by various statistical manipulations. In real
cases we never know the true situation, only what we
observe. As will be shown, what we observe may easily
be distorted, and the distortions may not be trivial
ones. Moreover, in real cases two or more problems
may occur simultaneously, making it more difficult to
recognize which distortions are introduced by which
problem.

BACKGROUND

The Choice of Time

One can think of tracking each subject in a popula-
tion over some span of time, with a possible observa-
tion at each time point. For example, in a study of
Alzheimer’s disease patients, one researcher might
choose to measure time by using chronological age,
with time of birth as time 0 and decades as the unit of
time. Another might choose to measure time from the
onset of the disease in terms of stages of the disease (7),

with time of onset as time 0 and stage coding as the
unit of time. Yet another might choose to measure time
from study entry, with time of study entry as time 0
and months as the unit of time. It is important to real-
ize that how time is measured, both the zero point and
the scale, is the researcher’s choice. As will be seen,
that choice may spell the difference between correct
and erroneous conclusions, and it is a major source of
inconsistencies between studies of the same process.

Types of Developmental Trajectories

Three types of trajectories that developmental pro-
cesses may exhibit are of special importance in this
context. Two of these are common in psychiatric appli-
cations; one is likely to be rare.

Fixed trait (figure 1A). The first type is a flat trajec-
tory, one that does not change over the time period of
interest. In a longitudinal study, with each subject mea-
sured repeatedly over the span of time, each such mea-

FIGURE 1. Three Types of Trajectories That Developmental
Processes May Exhibit

R
es

p
o

n
se

R
es

p
o

n
se

R
es

p
o

n
se

A. Fixed trait

B. Parallel trajectories

C. Nonparallel trajectories

0 1 2 3 4 5 6 7

0

2

6

4

8

10

12

14

16

0

2

6

4

8

10

12

14

16

0

2

6

4

8

10

12

14

16

Time

Subject 3

Subject 2

Subject 1

Subject 3

Subject 2

Subject 1

Subject 3

Subject 2

Subject 1



Am J Psychiatry 157:2, February 2000 165

KRAEMER, YESAVAGE, TAYLOR, ET AL.

surement is estimating exactly the same value for the
subject. However, unless the measure is perfectly reli-
able, there may appear to be variation within each sub-
ject over time. Such variables are quite common. For
example, gender, genotype, and year of birth are
known a priori to be fixed traits, but whether many
other variables are traits, at least within certain spans
of time, remains an empirical question (8). For exam-
ple, is socioeconomic status a trait over adult life?

Parallel trajectories (figure 1B). With this type, the
subjects change over time, but at each time point a sub-
ject’s true change from time 0 is exactly the same for all
subjects in the population. Unless the measure is per-
fectly reliable, however, there may appear to be varia-
tion between subjects in the degree of change found at
a given time point. To our knowledge, there is no de-
velopmental process in psychiatric applications un-
equivocally known to be of this type. However, this
case must be considered, for many of the statistical ma-
nipulations we will discuss that are commonly used in
psychiatric applications are based on an implicit as-
sumption that this type of process is being observed.

Nonparallel trajectories (figure 1C). This type en-
compasses all other possibilities. Some or all of the
subjects change over time, and the trajectories of
change are not all parallel. The most common pro-
cesses of concern in psychiatric developmental studies
are of this type—indicators of disease progression,
such as the Mini Mental State scores over the course of
Alzheimer’s disease, or indicators of natural develop-
mental outcome, such as hormone levels over the
course of adolescence, for which trajectories are nei-
ther flat nor parallel.

Reliability of Measurement

Error of measurement or test-retest reliability plays a
crucial role in these considerations. It has long been
known that error of measurement (unreliability) in-
creases variance and brings correlation coefficients
closer to 0 (attenuation). Consequently, if error of mea-
surement differs from one time to another, any statisti-
cal procedure based on either variances or correlation
coefficients (9, 10) (i.e., most statistical analyses) will
be affected by those varying errors of measurement. It
is always important in designing a study to minimize er-
ror of measurement (maximize reliability) in order to
have greater accuracy of estimation and therefore
greater power in testing (11–16). Here an additional
crucial issue is whether the reliability is the same for all
points of time during the time span of interest.

Clarity of Definitions

By a cross-sectional analysis, we mean that only one
time of measurement per subject is used in the analysis,
e.g., to compute a mean, variance, standard deviation,
or correlation (r) between two variables. Even in a lon-
gitudinal study, in which subjects are repeatedly mea-
sured over time, some analyses are based on examina-
tion only of observations taken at one specific time

point and thus become, in effect, serial cross-sectional
analyses.

The time point at which a variable for the subject is
measured may be either fixed for all subjects, e.g., at
time 0, 1, 2, . . . years after diagnosis, or random, e.g.,
whatever time point the subject is recruited into the
study, whenever that happens relative to time of diag-
nosis. Moreover, in some analyses, researchers might
choose to use the raw values or might choose to time-
standardize the values by subtracting from the raw
value an estimate of the population mean at that time
point, and dividing by an estimate of the standard de-
viation at that time point. When time is measured by
chronological age, this is more specifically referred to
as “age-standardizing.” Frequently, such standardiza-
tion is described as “removing the time or age effect,”
although, as will be seen, this claim is rarely valid.

In contrast, by a longitudinal analysis, we mean that
each subject is measured multiple times over the time
span of interest and that the trajectory for each indi-
vidual subject is studied. There are many methodolog-
ical approaches by which this can be done, but that is
not the focus of the present discussion. The focus here
is on what can and cannot be learned from well-done
cross-sectional studies that would reasonably well pre-
dict what would be found in a well-done longitudinal
study. In particular, can we use the patterns of cross-
sectional means to infer patterns of longitudinal
change? Can we discern relationships between devel-
opmental processes from correlations computed in
cross-sectional studies?

WHEN DO CROSS-SECTIONAL MEANS MISLEAD?

Case 1

Consider the following hypothetical situation (see
appendix 1 for mathematical details). In figure 2A are
three typical subjects from a hypothetical population
with a chronic disorder in which the variable is a fixed
trait, here a totally reliably measured one. In this pop-
ulation, 30% of the subjects have a value for the vari-
able equal to 0, 50% have a value of 1, and 20% have
a value of 2, and in every single case the value is fixed
over the life span of the subjects. Time 0 indicates the
time of diagnosis, and time is measured in years up to
the time of death.

In this illustration the value for the trait is highly cor-
related with the duration of follow-up (time from diag-
nosis to death), with higher values associated with
early diagnosis and short follow-up. For subjects with
values of 2, age at onset is normally distributed with a
mean of 50 years and a standard deviation of 10 and a
mean time from diagnosis to death of 1 year (SD=1).
For those with a value of 1, the mean age at onset is 60
(SD=10) and the mean time to death is 3 years (SD=1).
Finally, for those with a value of 0, the mean age at on-
set is 70 (SD=10) and the mean time to death is 7 years
(SD=1). We can think of this variable, for example, in
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a population of older adults with Alzheimer’s disease,
as something like the number of apolipoprotein ε4 al-
leles (0, 1, 2), a variable sometimes hypothesized to be
associated with an earlier onset of Alzheimer’s disease
and a more rapid progression.

For a cross-sectional study that sampled 1,000 sub-
jects at each time point, the means and standard devi-
ations of the values at each cross-sectional fixed time
are shown in figure 2B. If one did not know how the
data were generated and could see only these results,
one might be tempted to conclude that over time the
value of the variable is decreasing, even though here
we know for a fact that no individual subject in this
population has decreasing values. Note that the stan-
dard deviation is also decreasing (figure 2B), suggest-
ing greater homogeneity of response among subjects as
time goes on. What is happening here is that subjects
with higher values are being selectively removed from
the population as time goes on. Thus, relative to the to-
tal population at time 0, the samples at later time
points become progressively more biased.

If time-standardization is performed here, the indi-
vidual trajectories that were flat (figure 2A) now curve
(figure 2C) because, although the responses are con-
stant for each subject, the means and standard devia-
tions used to standardize at the various time points in
a serial cross-sectional study (figure 2B) are not. More-
over, the individual trajectories now appear to in-

crease. Thus, far from removing the time effect, time-
standardization here introduces a time effect where
originally there was none.

To make matters worse, another researcher might
choose to organize the same data by chronological age
rather than time from diagnosis. Now time 0 indicates
time of birth, and time can be measured in decades
rather than years. In figure 2D are presented the means
and standard deviations organized by decade of chro-
nological age for the same data. Not only does this too
convey the inaccurate idea that the value of the vari-
able is decreasing over time, it conveys quite a different
picture from that in figure 2B, even though based on
exactly the same data. Yet other researchers might or-
ganize the data by time from onset of the disorder or
by stage of the disorder. Then, in each case, not only
does the shape of the cross-sectionally derived curves
of mean values inaccurately convey the trajectories of
individual subjects, the trajectories of time-standard-
ized scores for each subject change, and all the results
are different one from the other.

In this example, we could choose to scale time, not in
months or years, but in terms of the fraction of time
from onset to death (figure 2E). Then all the problems
are eliminated. The cross-sectional means are flat. The
cross-sectional standard deviations are constant. Time-
standardization neither introduces any time effect nor

FIGURE 2. Data From Hypothetical Cross-Sectional Study in Which Subjects Have a Fixed Trait but Make Nonrandom Entries and
Exits From Sample (Case 1)
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removes one. All that is accomplished is a relabeling of
the response scale.

This case well illustrates an important principle: if
the entrances and exits from the population sampled in
cross-sectional studies are not random with respect to
the process studied, what one sees may have more to
do with factors determining the entrances and exits
than with the process under consideration. No valid
longitudinal inferences can then be drawn from cross-
sectional studies. In all that follows, we will assume en-
trances and exits to be random.

Case 2

Another, quite different situation is shown in figure
3A. Again we show three typical subjects from a simu-
lated population with zero error of measurement. Now
every subject in the population has exactly the same
trajectory, not parallel (as defined earlier) but dis-
placed in time. Here each subject has a low response
(coded 0) until some critical age Ti (where T is time of
change and i is the individual subject), at which point
there is an increase to a high response (coded 1), and
the mean value of Ti is 13 years (SD=2). One could
think of the variable as something like a hypothetical
hormone level with a rapid increase from juvenile to
adult levels that occurs sometime during the adolescent
years but at different times for different subjects. Alter-
natively, one could think of the variable as an indicator
of the experience of some symptom or disease, e.g., in-
continence among Alzheimer’s disease patients, onset
of regular menstrual periods for young girls, onset of
depression or anxiety disorder in the general popula-
tion. When “lifetime prevalence” is assessed (the vari-
able indicating the answer to “Have you ever had
X?”), the variable assessed is one like that shown in
figure 3A.

If serial cross-sectional studies are done in this situ-
ation, the pattern across the ages shows a slow and
gradual increase from the low to the high level over
the years, a pattern that does not characterize any in-
dividual subject (figure 3B). For lifetime prevalence,
this would be an onset curve or the complement of a
survival curve. However, if perusal of such results
tempts one to infer that the process begins at about
the age when the earliest increase is seen (here around
age 9 or 10), it should be noted that this point is, in
fact, when the most deviant subjects increase. In fact,
most subjects have their increases near the time point
at which the cross-sectional mean is halfway between
the low and high levels and the cross-sectional vari-
ance is the largest (around age 13), a time point con-
siderably later.

If time-standardization is done here, the trajectories
of the three typical subjects shown in figure 3A, based
on the means and standard deviations in figure 3B, be-
come those in figure 3C. Not only has the time effect
not been removed by time-standardization, but the
trajectories of the individual subjects are now grossly
distorted.

Conditions for Use of Means

Why do results such as cases 1 and 2 happen? It can
be mathematically shown that the only situation in
which one can be sure to infer correctly the shape of in-
dividual trajectories from the shape of a cross-section-
ally derived curve of mean values is when 1) all en-
trances or exits from the population during the time
span of interest are random, 2) error variance is con-
stant over time, and 3) all trajectories are parallel to
each other.

In case 1, reliability was constant over time, the tra-
jectories were parallel, but the entrances and exits were
nonrandom. In case 2, reliability was constant over
time, the entrances and exits were random, but the tra-

FIGURE 3. Data From Hypothetical Cross-Sectional Study in
Which Subjects Are Followed Over the Same Time Span and
Have the Same Trajectory but Trajectories Are Displaced in
Time (Case 2)
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jectories were nonparallel. Time-standardization does
not remove the time effect in either situation, since the
basic assumptions underlying time-standardization for
this purpose are the three preceding conditions. When
these three conditions are not satisfied, time-standard-
ization distorts the results, making it more, not less,
difficult to make correct longitudinal inferences from
cross-sectional data. In all that follows, we will now
assume that 1) entrances and exits are random, 2) er-
ror variance is constant over time, and 3) time-stan-
dardization is not used (unless it has been demon-
strated in previous longitudinal studies that the
trajectories are either flat or parallel with the time scale
used, a rare situation).

WHEN DO CROSS-SECTIONAL CORRELATIONS
MISLEAD?

Problems in drawing longitudinal inferences from
cross-sectional data by using means and standard devi-
ations are troublesome enough, but the problems are
much more serious and, because they are more mathe-
matically complex, are less well recognized when cor-
relations (r values) are reported.

When cross-sectional correlations are computed, the
time point may be fixed, with everyone measured at
some one fixed value of time, say at 0, 1, 2, 3 . . . years
after diagnosis. Alternatively, each subject may be sam-
pled at a random time point ti with the distribution of
ti determined by the recruitment procedure. For exam-
ple, Alzheimer’s disease subjects may be recruited into
a study in response to an advertisement and each one
assessed once at whatever time from diagnosis he or
she happens to be. If data so collected are then sorted
by time and a separate correlation coefficient (r) is
computed for each value of t, each such correlation we
here call a “fixed-time correlation.” If, however, data
so collected are all included in a single correlation co-
efficient (r), that is a random-time correlation.

Case 3 (Two Fixed Traits: When Everything Should 
Go Right)

For two fixed traits (e.g., genotype and gender), as
long as reliability is constant over time, the correlation
between the two variables in a cross-sectional study
will be the same whether any fixed-time correlation or
any random-time correlation is used. The observed r
will estimate the correlation between the fixed traits
underlying those variables, attenuated by the unreli-
ability of the two measurements.

Case 4 (Two Parallel Trajectories: Mixed Results)

If two processes have parallel trajectories and one
takes a cross-sectional sample at a fixed time point, as
in the preceding case, the correlation between raw val-
ues will estimate the correlation between the true entry
values attenuated by the unreliabilities of measure-
ment. Again, if the errors of measurement are reason-

ably homogeneous over time, the correlation estimated
at any one time point will be the same as that estimated
at any other time point: no problem. However, when
each subject is sampled at a random time point, there
could be a serious problem, which we now illustrate.

Suppose we observe two variables. For one variable
every subject follows one response line (a+bt), and for
the other variable every subject follows another
(c+dt); i.e., the same two response lines apply to all
subjects (hence parallel trajectories for the two vari-
ables). Here there are no true individual differences
among subjects on either variable (since each response
trajectory is the same for all subjects). The errors of
measurement are independent, and the measures have
constant reliability over time. If one studies such indi-
vidual trajectories in a longitudinal study, one might
estimate an intercept and a slope for each subject for
each variable. The estimates of each parameter from
different subjects differ from each other only because
of random error of measurement, since they are esti-
mates of four constants: a, b, c, d. Any correlation be-
tween the two intercepts, the two slopes, or an inter-
cept and a slope will correctly be zero.

However, if for each subject we sample one time
point but different times for different subjects, we are
correlating a+bti with c+dti over the various values of
ti. If the two slopes (b and d) have the same sign, the
correlation is near 1; if they have opposite signs, the
correlation is near –1. In each case, how nearly perfect
the correlation is will be determined by the attenuation
due to unreliability. This case shows why random time
sampling as a basis for r should never be used unless it
is certain that both variables being correlated are fixed
traits. Doing so in this case misrepresents a zero corre-
lation as being nearly perfect. One could hardly make
a more serious error in inference.

Why is this happening? This phenomenon is closely
related to the Ecological Fallacy and Simpson’s Para-
dox, widely discussed in the methodological literature
(17–22). Briefly, when there is variability both within
each subject over time and among subjects, random
time sampling mixes up those two very different
sources of variability. Consequently, a random-time r
in any case when both sources of variability are present
will be contaminated. Such an r is neither a “clean”
measure of within-subject correlation nor a clean mea-
sure of between-subject correlation. Moreover, differ-
ent studies having different time distributions mix the
two sources of variance in different ways. This pro-
duces inconsistent results across studies, even when
they sample exactly the same population of subjects
and measure the response in exactly the same way. The
results may, as here, badly mislead, for the contamina-
tion may introduce correlation where there is none,
conceal the correlation that may exist, change the di-
rection of the correlation, or affect the magnitude of
the correlation.

Hereafter we will assume that 1) entrances and exits
from the population are random, 2) reliability is a con-



Am J Psychiatry 157:2, February 2000 169

KRAEMER, YESAVAGE, TAYLOR, ET AL.

stant over time, 3) time standardization is not used,
and 4) random-time methods will not be used.

Case 5 (Nonparallel Trajectories: When Things Really 
Go Bad)

Even with the growing list of restrictions, all the
problems are not solved for the most complex, but
probably the most common, case of nonparallel trajec-
tories in one or both of the two variables being corre-
lated. To help understand why the situation is so trou-
blesome let us examine yet another hypothetical case.

Suppose we have two processes, each like that illus-
trated in figure 3A, one variable for which the mean
onset is 13 years (SD=2) and another for which the
mean onset is 15 years (SD=2). For example, the first
variable might reflect whether or not an adolescent
girl has yet passed menarche, and the second variable
might be whether or not she has ever taken an aca-
demic placement examination (which might be uncor-
related with age of menarche), or the second variable
might be whether or not she has become sexually ac-
tive (which might be correlated with age of me-
narche). Again, in the simulations we sample 1,000
subjects at each age from 9 to 20 years in a cross-sec-
tional simulation, for each value of r (figure 4).

Let’s take the uncorrelated case first. If one draws a
sample of subjects at any fixed age, the observed corre-
lation is near zero, as shown (r=0 in figure 4). However,
suppose one draws a random-time sample in which
one-half of the girls are 8 and the other one-half are 18.
Girls who are 8 are likely to have values of 0 for both
variables. Girls who are 18 are likely to have values of
1 for both variables (figure 3A). If one throws these ob-
servations into the computation of one correlation co-
efficient, one finds a near-perfect positive correlation.
In fact, in any time sample in which there is variance in
the age of the girls sampled, the greater the variance in
the ages of the girls sampled, the stronger the correla-
tion is likely to be. Here we can observe a perfect cor-
relation when there is zero correlation between the
processes under study. This, as in case 4, is a pseudo-
correlation induced by time, reemphasizing the previ-
ously stated recommendation never to use random-time
correlations unless both processes are known to be
fixed traits.

What if there is correlation, as there might be be-
tween menarche status and onset of sexual activity? In
figure 4 are also shown the fixed-time correlations for
r=0.5 and r=0.8. Unless the correlation is zero, it can
there be seen that fixed-time correlations change ac-
cording to the fixed time selected, which in turn de-
pends on which time scale the researcher selected. Here
the r values in each case first increase, peak, and then
decrease. Moreover, the relationship between the
fixed-time correlations and the true correlation be-
tween the processes is not at all obvious. Notice how
much lower even the peak r is in each case than the
value of r that determined the process. If correlations
between developmental processes are to be reported

from cross-sectional studies, the best choice is to report
fixed-time correlations between raw, not standardized,
values. If one then observes a correlation not equal to
zero, that correctly indicates some association between
the two processes. Exactly what that relationship is,
how strong it is, even sometimes in what direction it is,
can be learned only in longitudinal studies.

DISCUSSION

The mathematical and statistical issues here are
clearly intricate, complex, and generally nonintuitive,
all the more so since in real data (in contrast to the sim-
ulations here) different problems are occurring simul-
taneously. The simple conclusion is that one must al-
ways use the results of cross-sectional studies to draw
inferences about longitudinal processes with trepida-
tion. The errors of such inference are neither minor nor
rare. Longitudinal studies are of crucial importance be-
cause cross-sectional studies have major and some-
times irreparable weakness when used to contribute to
our understanding of developmental processes.

However, we cannot simply ignore what potentially
can be learned from cross-sectional studies, particu-
larly since such cross-sectional studies may be the basis
of conceptualizing and designing the necessary longitu-
dinal studies. Several general recommendations can be
made to minimize erroneous inferences.

Precision of Language

In reporting the results of cross-sectional studies,
care should be taken to report results precisely. For ex-
ample, one should not report the results in figure 2B or
figure 3B as “increases” or “changes” over time but as
“differences between time-group means,” where
“time” is precisely defined by the researchers. In a
cross-sectional study, such differences may be related
to other factors, such as sampling bias (figure 2), time
displacement (figure 3), or unequal error variances,
and may not well reflect how any individual subject

FIGURE 4. Hypothetical Fixed-Time Correlations (N=1,000 at
Each Point) Between Two Developmental Processes With Pat-
terns As in Figure 3 and With Times of Increases That Have a
Correlation (r) of 0.0, 0.5, or 0.8
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changes over time. The language used to report results
should not suggest otherwise.

Any variable that is not a fixed trait in the time span
of interest should be labeled with the time at which it
is measured, e.g., hormone level at 12, 13, 14, . . . years
of age or hormone level at Tanner stage 1, 2, 3, 4, 5 or
lifetime prevalence at 20, 25, 30 . . . years of age. Such
precision of labeling may help to prevent statistical er-
rors such as averaging lifetime prevalences at 20, 25,
30 . . . 80 years of age as if these were all measures of
the same construct.

Quality of Measurement

In designing a cross-sectional study, choose measures
carefully, measure them well, and measure them con-
sistently at different times in order both to minimize
and to stabilize the error of measurement over time as
much as possible. This minimizes problems of attenua-
tion of correlation due to unreliability or spurious time
effects that might merely reflect differential reliability
over time. It also increases the power to test hypothe-
ses and the precision of estimation to address both
cross-sectional and longitudinal research questions.

Sampling Bias

Consider carefully whether, given the sampling frame,
entrances and exits from the population are likely to be
random. Many statisticians feel that when entrances
and exits occur, they are almost sure to be nonrandom.
In any case, in a cross-sectional study in which there is
doubt of such randomness, there is no way to be secure
about the accuracy of any longitudinal inferences. For
example, in a cross-sectional study of adolescents, if the
refusal rate or the rate of missing data increases with the
age of the subjects, that raises doubts about longitudi-
nal inferences. In a cross-sectional study of older peo-
ple, longitudinal inferences about any variable associ-
ated with earlier death are questionable.

Traits and States

Consider carefully whether the process might be a
fixed trait. Variables such as gender, ethnicity, or geno-
type are known to be fixed traits. However, many vari-
ables that are fixed traits over the span of the time of
interest may appear to change within subjects over
time only because of random error of measurement.
One incurs unnecessary difficulties if such variables are
not recognized as traits and dealt with accordingly. As
already noted, the really serious troubles with infer-
ences arise with variables that are not fixed traits.

But now suppose that there is good reason to believe
that entrances and exits are reasonably random, that
errors of measurement are reasonably constant over
time, but the variable does not measure a fixed trait.
What more specific recommendations could then be
made to minimize errors of longitudinal inferences
drawn from cross-sectional studies?

Time-Standardization

Do not use time-standardized data; use the raw data.
As shown in several of our examples, time-standard-
ization at best makes little difference to the accuracy of
the inferences and at worst may distort the findings or
introduce unnecessary additional errors.

Random-Time Sampling

Do not use random-time sampling; report all results
in time-matched groups (fixed-time results), precisely
defining “time.” As shown in several examples here,
random-time sampling distorts results by mixing
within-subject variation over time with between-sub-
ject variation. One of the most common errors in psy-
chiatric cross-sectional research, for example, is exam-
ining lifetime prevalences of two disorders by using
answers to the question “Have you ever had major de-
pression [anxiety disorder, alcohol problems, drug
problems, etc.]?” for statistical analysis when the sub-
jects answering that question vary widely in age. If one
correlates such “lifetime prevalences” (that is, assesses
comorbidity), one inevitably finds a positive and often
large correlation, which is largely pseudocorrelation
induced by time. This is true even if the two disorders
in question have only random association with each
other. If the same data are analyzed in time-matched
groups, one is simply correctly reporting incidence fig-
ures at different ages and correlating those incidences
at different ages. If the two disorders are not merely
randomly comorbid, then the fixed-time correlations
are expected to vary with the time specified.

Definition of Time Scale

Carefully consider the definition of the time scale.
The ideal is to choose a time scale that brings the sub-
jects’ trajectories as close to parallel as possible. Some-
times, as in cases 1 and 2, this can be accomplished by
using internal time posts, rather than real time, both to
set time zero and the scale. In case 1, as shown in
figure 2E, this was done by rescaling time as the time
from diagnosis to death. In case 2, it could have been
done by resetting the zero time point as the time point
at which each individual increase occurs (e.g., time of
menarche). Thus, for some variables it might be better
to study the process of puberty or adolescence by using
Tanner stage rather than chronological age or to study
the course of Alzheimer’s disease or cancer by using an
appropriate definition of stage of disease, rather than
time from onset or diagnosis.

When there are multiple time scales that seem con-
ceptually viable in a particular situation, the best statis-
tical choice is likely to be the one that minimizes
within-time variance and stabilizes the variance of the
dependent variable over time. A systematic pattern in
the standard deviation over time (as in figure 3B) might
merely indicate unavoidable differential reliabilities of
measurement over time, but it might just as easily be
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the only observable clue that the processes are nonpar-
allel. If so, the time scale should be reconsidered.

It may be that the best choice of time scale changes
with the particular variable of interest. For example, it
may be that, during adolescence, Tanner stage is the
best choice for tracking hormone levels and measures
of physical development but grade in school is better
for cognitive development and chronological age is
better for social development. The choice of time scale
should be empirically based, not decided arbitrarily,
and it should not be assumed that there is one and only
one right way to measure time.

Time-Related Outcomes

Finally, even with the most careful choice of time
scale, trajectories are unlikely to be perfectly parallel.
Thus, in cross-sectional studies, fixed-time means,
variances, and r values (and all other analytic results,
such as regression analyses) should be reported sepa-
rately for different times. Putting time in as a covariate
in a linear model solves the problem no more success-
fully than does time-standardization. Despite our best
efforts, the results may well vary over time and may
well differ with different choices of time scale. The
more the conclusions vary with which time point or
which time scale is used, the more imperative it is to do
longitudinal studies in order to truly understand the
developmental process.

REFERENCES

1. Berger MPF: A comparison of efficiencies of longitudinal,
mixed longitudinal, and cross-sectional designs. J Educa-
tional Statistics 1986; 11:171–181

2. Glindmeyer HW, Diem JE, Jones RN, Weill H: Noncomparabil-
ity of longitudinally and cross-sectionally determined annual
change in spirometry. Am Rev Respir Dis 1982; 125:544–548

3. Louis TA, Robins J, Dockery DW, Spiro AI, Ware JH: Explain-
ing discrepancies between longitudinal and cross-sectional
models. J Chronic Dis 1986; 39:831–839

4. VanStrien T: On longitudinal versus cross-sectional studies of
obesity: possible artefacts. Int J Obes 1985; 9:323–333

5. Vollmer WM, Johnson LR, McCamant LE, Buist AS: Longitu-
dinal versus cross-sectional estimation of lung function de-
cline—further insights. Stat Med 1988; 7:685–696

6. Vollmer WM: Reconciling cross-sectional with longitudinal ob-
servations on annual decline. Occup Med 1993; 8:339–351

7. Kraemer HC, Taylor JL, Tinklenberg JR, Yesavage JA: The
stages of Alzheimer’s disease: a reappraisal. Dement Geriatr
Cogn Disord 1998; 9:299–308

8. Kraemer HC, Gullion CM, Rush AJ, Frank E, Kupfer DJ: Can
state and trait variables be disentangled? a methodological
framework for psychiatric disorders. Psychiatry Res 1994; 52:
55–69

9. Kraemer HC: Ramifications of a population model for k as a
coefficient of reliability. Psychometrika 1979; 44:461–472

10. Kraemer HC: Measurement of reliability for categorical data in
medical research. Stat Methods Med Res 1992; 1:183–199

11. Cohen J: Statistical Power Analysis for the Behavioral Sci-
ences. Hillsdale, NJ, Lawrence Erlbaum Associates, 1988

12. Kraemer HC, Thiemann S: How Many Subjects? Statistical
Power Analysis in Research. Newbury Park, Calif, Sage Pub-
lications, 1987

13. Kraemer HC: To increase power without increasing sample
size. Psychopharmacol Bull 1991; 27:217–224

14. Nicewander WA, Price JM: Reliability of measurement and
the power of statistical tests: some new results. Psychol Bull
1983; 94:524–533

15. Rogot EA: Note on measurement errors and detecting real dif-
ferences. J Am Statistical Association 1981; 56:314–319

16. Sutcliffe JP: On the relationship of reliability to statistical
power. Psychol Bull 1980; 88:509–515

17. Blyth CR: On Simpson’s paradox and the sure-thing principle.
J Am Statistical Association 1972; 67:364–366, 373–381

18. Wagner CH: Simpson’s paradox in real life. Am Statistician
1982; 36:46–48

19. Robinson WS: Ecological correlations and the behavior of in-
dividuals. Am Sociological Rev 1950; 15:351–357

20. Goodman LA: Ecological regressions and behavior of individ-
uals. Am Sociol Rev 1953; 18:663–664

21. Kraemer HC: Individual and ecological correlation in a general
context: investigation of testosterone and orgasmic frequency
in the human male. Behav Sci 1978; 23:67–72

22. Hand DJ: Psychiatric examples of Simpson’s paradox. Br J
Psychiatry 1979; 135:90–96

APPENDIX 1. Mathematical Details Underlying Text Simula-
tions of Problems in Psychiatric Research

Let Xi(t) be the measurement obtained for subject i at time t, where 
Xi(t)=ξi+fi(t)+εi(t). Here the first term ξi represents the individual’s 
true response at time 0, the second term, with fi(0)=0, the individ-
ual’s trajectory over the subsequent time period, and the last term 
εi(t) the random error of measurement at time t [mean εi(t)=0].

The fixed trait is one in which fi(t)=0 for all i,t. The parallel trajectory 
is one in which fi(t)=f(t), for all i,t. All other cases fall into the non-
parallel trajectory case.

The reliability of measurement at time t equals 1 – Variance[εi(t)] / 
Variance[Xi(t)]. Perfect reliability exists when εi(t)=0 for all i, and 
zero reliability exists when there are no individual differences at 
time t, i.e., the variance of ξi+fi(t) is zero.


